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ABSTRACT
The extensive use of mobile devices had led to tremendous growth
in not only the usage of different apps but also their capability to
help people in moments of crisis. There are different emergency
mobile apps published in the app markets; these apps can be of
everous assistance to victims as they can provide valuable in-
formation and guidance at the opportune moments. However, app
store reviews, ratings, and relevant studies have revealed that users
are often averse to using these apps or their different features. This
draws our attention to the need for recognizing essential features
and including them in the emergency apps to increase their usabil-
ity. Our proposed recommendation system called REMAC combines
different machine learning techniques to analyze the context char-
acteristics of different organizations and suggest unique features
that can be included in their emergency apps. REMAC is built by
analyzing 24 potential context attributes of 1909 universities spread
across North America. This research also includes a systematic
attribute selection process that enables us to reach a local optimum
for the given dataset. This tool carefully dissects the context at-
tributes of each university and suggests top features that should be
cluded in its emergency app. It leverages the data (other apps and
features) provided by the app markets to suggest essential features.

Even though emergency apps can be in different types and cate-
gories, in this study, universities’ emergency apps have been investi-
gated which have similar nature. REMAC is evaluated by inspecting
features from 41 apps, and the tool has an accuracy of over 97.07%.
In the course of this research, we found that (i) emergency apps from
organizations having similar context attributes share a high degree
of overlapping features (ii) top common features of emergency apps
in entities of one cluster can be a good recommendation for the
app of another entity similar to them, and (iii) for a given dataset,
a subset of the data can also be used to enhance the performance
of the system without compromising on the accuracy. REMAC has
been parameterized to adjust according to the requirements of the
organizations. It can proactively understand organizations’ needs
and suggest features to support their emergency apps. REMAC can
be further enhanced to look beyond the current set of functional-
ities provided by emergency apps and extract other utilitarian
features by assessing users’ needs.
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1 INTRODUCTION
Smartphones can be of enormous importance in emergency situa-
tions, as they may be among their owner’s only possessions and
resources [12]. To mitigate the threats of an emergency situation
and being cognizant of the importance of mobile functionality dur-
ing any crisis, several mobile apps have been designed by NGOs
(non-government organizations), official state departments, interna-
tional humanitarian organizations, and other individual companies.
The goal of all these different apps is to facilitate the management
of crisis and provide guidance to the impacted distressed victims.
However, it has been identified that apps currently available to the
general public lack relevant and vital features [20].

However, including all the important features for various types
of emergencies would lead to the problem of too many features
being included. This is not an ideal situation as the victims will be
unnecessarily puzzled navigating through the myriad of options
found in the desired features. Using a complex system in the middle
of any crisis can be more stressful and can consume a lot of time.
Since time is critical in an emergency situation and even saving
a few seconds can play a vital role in a victim surviving a crisis,
it is of paramount importance that emergency apps should have
features that are most relevant to the current situation [30].

For any mobile emergency app, this can be made possible if
context information is available and the features are prioritized
using contextual information[18]. Contextual information refers
to all the factors that can potentially play a role in an emergency
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situation. We have built a recommendation system (REMAC) that can propose vital features to be included in the emergency app using contextual information. For this study, we have focused only on university emergency apps, but the same approach can be used for other cases as well. In this research, we have demonstrated how contextual information can be effectively used to categorize different universities and then suggest top features based on their category. This recommendation system clusters similar universities based on university attributes and then recommends top features that are common for universities in that cluster. When a new university data is obtained, it can be mapped to one of the existing clusters using its context attributes and the proposed features can be included in the new university’s emergency app. In this paper, “apps” refers to mobile emergency apps only.

In this paper, we answer the following research questions:

RQ1: How good can the contextual information be used in a recommendation system to cluster similar entities together?

Why and How? The nature and impact of any emergency situation depend on the characteristics of its context [23]. Identifying these characteristics and their influence on emergency situations will enable us to build an effective recommendation system. We will extract relevant context characteristics data and cluster similar ones. We will use existing features of safety apps in our dataset to assess the similarity between them.

RQ2: Can we suggest useful emergency mobile apps’ features for an entity based on its context similarities to other entities?

Why and How? Considering the concept of collaborative filtering, it is highly likely that entities with similarities could have similar requirements for their safety mobile apps. We plan to build a system that would gather information and suggest features using it. We will evaluate the accuracy of our tool for recommending features using existing features of safety apps in our dataset.

We have organized this paper in the following manner. Section 2 describes the previous work done in this area, section 3 refers to the dataset, and section 4 describes the methodology that we have used. Section 5 contains the result, sections 6 refers to the threats to validity, and section 7 contains the conclusion and the future work.

2 RELATED WORKS

Recommendation systems leverage an input data in a way to generate desired output. Therefore, recommendation systems differ based on “what to consider as input”, “how to process it”, and “what to recommend as output” [25]. Considering the nature of recommendation systems and the field of study, we can divide the related studies into two main categories; the recommendation systems which use contextual information and the ones which are used for eliciting requirements. In this section, we are going to mention some of these studies.

Context-Based Recommendation Systems: Context sensitive systems are ubiquitous and there is a lot of research in this field. The focus of all these studies is to make the systems more effective so that it can adapt to its surroundings. In [4], Matthias conducted a survey on various context-aware systems to present common architecture principles of context-sensitive systems and also derive a design framework to explain the various elements common to most context-aware architectures. In another study [28], Vaninha et al. presented an integrated approach for designing context-sensitive systems (CSS). This study focused on the proposed way of thinking about context, on the proposed context metamodel and on the specification of a process for designing CSS. Gediminas Adomavicius and Alexander Tuzhilin conducted a study in [2] to assess the importance of contextual information for recommendation systems. They argued that relevant contextual information does matter in recommender systems and that it is important to take this information into account when providing recommendations. They further discussed how context can be modeled in recommender systems. In another study [27] conducted by Katrien et al., they conducted a survey on context-aware recommendation systems for learning. As learning is taking place in extremely diverse and rich environments, the incorporation of contextual information about the user in the recommendation process has gained a lot of interest. Such contextualization is researched as a paradigm for building intelligent systems that can better predict and anticipate the needs of users, and act more efficiently in response to their behavior. A systematic literature review on context-aware recommendation systems [29] was performed by Norha et al. All these studies and many more have emphasized how contextual information can be effectively utilized in different software systems. There are several other studies [3, 16, 22] discussed how different contextual information has enhanced the functionality of the systems. But none of these studies have explicitly worked with mobile emergency apps or discussed how contextual information can be used for eliciting vital features for emergency apps.

Recommendation Systems for Software Feature: Several studies have been conducted to elicit the most essential and important requirements for software. Most of these studies leverage the role, importance, and interests of stakeholders as input to a system in order to recommend the right features. In [8], a recommender system for requirement elicitation is introduced which uses unsupervised clustering techniques to manage the placement of stakeholders and their interests for recommending features. In some other studies, by using data mining, the same concern for ultra large scale software has been addressed [10][7]. In [17], Lim and Finkelstein proposed a method for identifying and prioritizing requirements by using social networks and collaborative filtering. Even though in some other studies such as [19] and [21], different types of inputs like users’ feedback, value and effort of the features, competitors’ useful features, and cohesiveness between features have been investigated, a recommender system which automates the process has not been proposed.

To the best of our knowledge, this study is the first which considers using contextual information for recommending features to an emergency mobile app.
In this study, we have used two sets of data from two different sources. In this part, we are going to describe the process of data collection and the structure of the data.

### 3.1 Mobile Emergency Apps’ Features
As mentioned earlier, our focus is on emergency mobile apps of the universities. In order to gain valuable insights in this area, we have collaborated with AppArmor, a company pioneer in developing custom mobile safety apps and having over 200 customers around the world, mainly in North America. Most of these customers are educational institutions including universities. Therefore, in this study, emergency apps of the universities in North America have been targeted. AppArmor provided us the list of the apps developed by them along with the features. In this research, we have focused on universities. So, we retrieved only those apps from this data that belonged to universities. Our final list contained apps from 41 different universities. We extracted the distinct features present in each app; the average number of features per app is 8, and the total number of unique features across all the apps is 19.

### 3.2 Universities’ Context Attributes
We analyzed different websites and datasets to extract university context related attributes. We found UniRank website as one of the sources which provide the most relevant information about different context aspects of the universities [1]. For example, UniRank is the only source which includes the settings of the universities’ campuses; this can be a vital piece of contextual information. We developed an automated web scraping tool to scrap this website and extract the information for all the universities in North America.

We successfully collected data related to 24 different university attributes for 1909 universities across three countries of North America: Canada, United States, and Bermuda. Among these universities, we selected only those 41 that were common to AppArmor’s customer list. The university attributes that we collected were: country rank, founded year, country, state or province, city, city population range, graduate studies, undergraduate studies, gender admission, admission selection, admission rate, number of students, number of academic staff, control type, entity type, academic calendar, campus setting, religious affiliation, library, housing, sport facilities, financial aids, abroad study, and distance learning.

### 4 METHODOLOGY
In this section, we discuss the main concepts of REMAC. Figure 1 describes the process flow of the system.

#### 4.1 Context Attributes Selection
As discussed in Section 3, we scrapped 24 attributes as context-related university attributes. On further scrutinizing, we realized that all the attributes may not be essential to achieve the best results. We used a systematic attribute selection mechanism to obtain the optimum set of attributes following these steps:

- We removed the attributes that had the same value for all 41 universities since they are not going to affect REMAC. For example, as all the universities have a library, we removed this attribute.
- We calculated the variance for the numerical and the categorical binary attributes. We eliminated those attributes whose variance was less than a threshold. For example, in some attributes such as the calendar type of universities or the presence of sports facilities in them, only a very few universities were different from the others. So, we removed these attributes.
- For the categorical attributes with the multiple values, we calculated the frequency for each value. We determined the best and the worst distribution for each attribute and computed the distance of the current distribution from these two extremes. We eliminated those attributes which were closer to the worst distribution based on a threshold. Following this step, attributes like religious affiliation have been removed, as there is “no religious affiliation” for most of the universities.

Generally, we kept attributes which may provide a distinction between universities. Applying this process on the entire dataset, we eliminated half of the attributes; then we followed a greedy approach to check if the accuracy of REMAC can be enhanced by including some of the discarded attributes. We checked with the different combinations of attributes and obtained the local optimal set which also contained 12 attributes. From now, we name the set of attributes in the local optimum as the “direct attributes”. We will evaluate the efficiency of the REMAC on both sets of all 24 attributes and 12 direct attributes.

#### 4.2 Clustering
Clustering is the task of grouping a set of elements in such a way that elements in the same group (called a cluster) are more similar (in some sense) to each other than to those in other groups (clusters) [5]. REMAC uses clustering techniques to group the universities into different clusters based on their context attributes. The university attributes that we have selected have a mixed datatype; some of them are numerical data (for example, City population, Admission rate, Academic staff, etc.), whereas the others are categorical types (for example, City, Region, Country, Admission selection, etc.). Of the 24 attributes, only 8 are of a numerical type and the remaining 16 are of a categorical type. So we needed a clustering algorithm that could work with such a mixed datatype and K-Prototype was the ideal option for us [13].

K-Prototype is a combination of 2 famous clustering algorithms, namely K-Means [5] and K-Modes [9]. K-Means only works with numerical data while the K-Modes clustering algorithm is an extension to the K-Means algorithm for clustering categorical data. K-Prototype works by combining both these 2 algorithms together; it applies K-Means for the numerical attributes using Euclidian distance as the measure for calculating distance, and K-Modes for the categorical attributes using dissimilarity measure as the distance function [13].

K-Prototype has two main parameters that need to be adjusted to obtain the best clustering results named “K” and “γ”. K refers to the number of clusters into which the entire data has to be divided. In order to pick K wisely, we used the “Elbow Technique”[14]. γ
Figure 1: Our process

is the weight assigned to the categorical attributes with respect to the numerical ones. The optimum value for $\gamma$ was decided based on the highest similarity score (discussed in section 4.4).

4.3 Recommendation System

In this study, we have developed a system using the concept of collaborative filtering. Collaborative filtering is a method used by recommendation systems, which by collecting preferences and information from many entities, makes automatic predictions for another entity [6]. The underlying assumption of the collaborative filtering approach is that if two entities are similar in one aspect, they are more likely to be similar in another aspect too [26].

In our case, we use clustering analysis to group similar universities into clusters. We determine the top common features that are present in the apps of the universities in each cluster by calculating the frequency of features’ occurrences. We believe that these features are good candidates to be implemented in the app of a new university that has similar attributes. In other words, we are using the attributes of a university as a knowledge to recommend useful app features to it. We judge the effectiveness of REMAC by calculating the "Accuracy" of the system as described in 4.4.

4.4 Validation

There are two main steps in REMAC:

1. Making clusters based on context attributes to have similar universities in one set.
2. Recommending features based on common features of the apps from the universities within the same cluster to a new university similar to them.

In order to validate our tool, we need to assess the quality of the clusters and then measure the usefulness of the recommended features. In the following, we suggest two similarity scores for clusters’ quality assessment and then discuss the customized version of k-fold cross validation for evaluating the recommendation part of the system. In the end, we express the definition of the term "accuracy" for the REMAC.

**Similarity Score:** For measuring the quality of the clusters, we propose a criteria named "similarity score" using Jaccard Index and Cosine Similarity.

If $A$ is the set of features available in app of university $U_A$ and $B$ is the set of features available in app of university $U_B$, we can calculate the similarity between $U_A$ and $U_B$ using Jaccard index as denoted in equation 1 [24].

$$JaccardIndex = \frac{|A \cap B|}{|A \cup B|}$$ (1)

We map each set of app features to a binary vector with a fixed length of $m$, where the $m$ is the total number of features that can potentially be available in an app. As mentioned in section 3, based on our dataset, $m = 19$. We build the feature bit vector such that each element in the vector is either “1” (if the corresponding feature is implemented in the app), or “0” otherwise. If $A$ is the mapped vector from the set of features available in safety app of university $U_A$ and $B$ is the mapped vector from the set of features available in safety app of university $U_B$, we calculate the similarity between $U_A$ and $U_B$ using Cosine similarity as denoted in equation 2 [31].

$$CosineSimilarity = \frac{A \cdot B}{|A||B|}$$ (2)

We calculated similarity within a cluster by obtaining the average of Jaccard index (or Cosine similarity) values of app features for each pair of universities in the cluster. Then we obtained the similarity score by calculating the average of the similarity values for all the clusters. We named it Similarity Score 1 when we used Jaccard index and Similarity Score 2 when we used Cosine similarity. It is obvious, that for a better comparison, we need to know the similarity score of the set before clustering. In that case, we assumed that all the universities are in one cluster and followed the same process. Following this process, we can assess the quality of clusters using a criterion dependent from clustering algorithm; while the clustering process has been done based on context attributes and similarity scores have been calculated using apps’ features.

**K-Fold Cross Validation:** Cross validation is a validation technique for assessing the performance of supervised learning methods on labeled data [15]. In our case, we used this technique to assess the performance of the clustering method, where there are no labels. We divided our data into $k$ folds and perform the clustering (finding centers) using $(k-1)$ folds of data. We calculate the similarity scores based on the $(k-1)$ folds of data and also determine the top
common features for each cluster. Suppose we have obtained $n$ clusters $C_1, C_2, ..., C_n$. We mapped each university $U$ in the remaining fold (referred to as newcomer) to one of the clusters by calculating its distance from the $n$ cluster centers and selecting the minimum one. In case of multiple minimal distances, alphabetical ordering is applied. We recalculated the similarity scores on the entire data and iterated this procedure for $k$ times. We obtained the “Accuracy” measure as discussed below.

**Accuracy:** Accuracy is the measure of the preciseness of the suggested features using REMAC. As discussed above, we used k-fold cross validation to evaluate REMAC. Suppose a newcomer university $u$ is mapped to a particular cluster $C_i$, for which the set of top common features is $F = \{f_1, f_2, ..., f_l\}$. We calculate the accuracy by measuring the overlap between $F$ and the features of the app for $u$. The number of top common features has been set to 5 as default. We call an overlap between a newcomer app features and a set of top common features as a good and acceptable overlap if the number of overlaps is 3 or more. While increasing these numbers (e.g. the overlap of 5 and more out of the top 7 features) can raise the chance of high accuracy, we decided to stick to the overlap of 3 and more out of the top 5 features in order to stay strict enough.

5 RESULTS
In the previous section, we explained different modules of REMAC. Now, we are going to show that REMAC makes meaningful clusters and recommends useful features. In this section, we have formulated three hypotheses based on an assumption and then evaluated them.

5.1 Assumption and Conjectures

**Assumption:** Requirement engineers of AppArmor extract the similarities of a new client with the previous ones and suggest the same features to them.

**First Conjecture:** Universities with similar context attributes have similar features in their safety apps.

Based on this assumption, we expect to see universities’ apps in each cluster based on the context attributes are more similar. For calculating similarity, we would use the methods mentioned in section 4.4.

**Second Conjecture:** Top common features of apps from universities in one cluster could be good recommendations for the safety app of another university similar to them.

Our goal is to recommend features for safety mobile apps. We expect to see REMAC is recommending useful features for a new university.

**Third Conjecture:** Considering direct attributes of context would result in more useful features for universities’ apps.

In section 4.1, we decreased the number of context attributes following a systematic procedure and we named the new set as direct attributes. We expect to see that using this set would increase the accuracy of REMAC in recommending features.

5.2 Evaluation of Conjectures

In order to evaluate conjecture 1, we ran K-prototype 5 times on the set of 41 universities. We obtained the optimum number of clusters (“$K$”) as 4 using the Elbow technique. At each run, we calculated the similarity score of the set after clustering and compared the results to the similarity score of the set before clustering. The results are reported in table 1. As shown, both the similarity scores have always increased after clustering. We can say that REMAC produces meaningful clusters. Therefore, we have no reason to reject the first conjecture.

In order to evaluate the second conjecture, we calculated the accuracy of REMAC considering 5 top common features and measuring the overlap of 3 or more features. We ran the 10-fold cross validation for 10 times and obtained the accuracy of the tool as $97.07\%$. The frequency of the overlap counts is shown in figure 4. As evident from the experiment, there is no university safety app with features overlaps count of 0 or 1 and there is only one university with overlaps count of 2 features. The result of similarity scores are also shown in figures 2 and 3. As expected, in all the folds, there is a considerable increase in similarity score after clustering to that before clustering. Only in 3 occasions, the similarity score after clustering newcomers has been less than after clustering the base set only. These decreases are due to additional features of newcomers which will not affect the efficiency of REMAC. Therefore, we have no reason to reject the second conjecture.

Figure 2: Similarity Score 1, before and after clustering on 10 folds

Figure 3: Similarity Score 2, before and after clustering on 10 folds
Table 1: Achieved similarity scores from the set of 41 universities before and after clustering over 5 runs

<table>
<thead>
<tr>
<th>Run #1 Before Clustering</th>
<th>Run #2 Before Clustering</th>
<th>Run #3 Before Clustering</th>
<th>Run #4 Before Clustering</th>
<th>Run #5 Before Clustering</th>
<th>Run #1 After Clustering</th>
<th>Run #2 After Clustering</th>
<th>Run #3 After Clustering</th>
<th>Run #4 After Clustering</th>
<th>Run #5 After Clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td>Similarity Score 1</td>
<td>0.506</td>
<td>0.664</td>
<td>0.541</td>
<td>0.564</td>
<td>0.563</td>
<td>0.543</td>
<td>0.697</td>
<td>0.716</td>
<td>0.716</td>
</tr>
</tbody>
</table>

Figure 4: Features’ overlap count distribution

Figure 5: Average of accuracy in different levels over 5 runs

For the third conjecture, we evaluated REMAC using two scenarios. First, considering all the 24 attributes and then, considering only the 12 direct attributes.

When we calculated the accuracy considering the overlap of 3 or more features out of 5, the results were the same. However, as we make the conditions more stringent, and calculate accuracy considering only overlap of 4 or more, or all 5 features, the value varies. As evident from figure 5, the accuracy of REMAC has improved using direct attributes. These values have been obtained by calculating the accuracy over 5 runs. Therefore, we have no reason to reject the third conjecture as well.

6 THREATS TO VALIDITY

We reported the results of REMAC for emergency mobile apps (based on the similarity measures for the clusters and the feature overlap of the recommended features) to describe the process and demonstrate its effectiveness of the system. In the following, we discuss the threats to validity [11].

Construct Validity: REMAC is based on the assumption about how AppArmor requirement engineers gather information and suggest app features to their clients. We also evaluate the system based on the feature overlap for the emergency apps of their clients. However, considering the huge client base that AppArmor has and knowing that they are a pioneer in developing custom emergency apps, we trust their knowledge and the capability of suggesting important features based on university characteristics. Our system stands on two pillars; context attributes for universities and features suggested by AppArmor for their apps. There is no doubting the fact that features provided in the university’s emergency apps are highly dependent on their different context criteria. In building this system, we have chosen those context attributes that can be influential in emergency cases.

Conclusion Validity: REMAC had access to features of 41 university emergency apps and the apps had diverse features. It has been seen that increasing the similarity score over 19 potential features needs a high degree of overlap. In all the experiments, it has been confirmed that clustering has provided better similarity scores. The accuracy of REMAC for suggesting top features has been calculated on 10 runs using k-fold cross validation. Although this result may vary for a different dataset, the results will still be comparable.

Internal Validity: Since REMAC works by clustering similar data points based on their context attributes, it is vital to choose context attributes appropriately. Inevitably, the results would suffer if these attributes are selected in an ad-hoc manner without due consideration. In the case of REMAC, we picked related context attributes by considering different sources of data. Furthermore, we optimized the system by finding the local optimum of the dataset.

External Validity: We have evaluated REMAC using published emergency apps built by AppArmor. Owing to the unavailability of other data sources, our evaluation is limited to this data set. Hence, we cannot claim the general applicability of this system on other data. This system stands on the fundamental of achieving good clusters based on appropriate context attributes, and that does not vary with data. Generalizing this approach is highly dependent on the context attributes. We believe REMAC should work on other data as long as there are valid context attributes and efficient evaluation data sets.
7 CONCLUSION AND FUTURE WORK

In this study, we developed a recommendation system that would suggest important features to a new university’s emergency app. We evaluated this tool by running 10-fold cross validation for 10 times and obtained an average accuracy of 97.07% when we considered the overlap of 3 or more features among the top 5 features suggested. The key idea is to group similar universities and then extract the common features from them. These common features can be suggested to any new university that is added to the cluster.

As more and more universities are added to the clusters, the feature set would gradually change and so would be the suggested features. So, the clustering algorithm should be run frequently as other universities are added to the list. As we discussed in the paper above, we started with an assumption and three hypotheses. We discovered that all of the hypotheses were true. The results are based on the dataset that was available during this experiment. With a different dataset, the results might vary.

Considering the process flow of the REMAC, there are some areas that can potentially be investigated in the near future. We have listed those areas below:

- **Applying REMAC to other datasets:** Till now, we have built and evaluated REMAC in emergency apps of universities, while we believe this approach can be used for other applications as well. We will use other datasets to assess the efficiency of the REMAC and discover the potential changes needed in it.

- **Looking for approaches for finding context attributes and their relevance:** Context attributes chosen for universities resulted in high similarity in the clusters and high accuracy in recommending features. As we mentioned, using REMAC is highly dependent on picking right context attributes and this can be a challenging step for other contexts. We would like to investigate the process of picking attributes and measuring the relevancy of them.
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